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Allocating resources in data centers is a complex task due to their increase in
size, complexity, and consumption of power. At the same time, consumers'
requirements regarding execution time and cost have become more sophisticated
and demanding.

These requirements often conflict with the objectives of fog providers. Set
against this background, this thesis presents a model of resource allocation in fog
computing environments that focuses on developing the allocation process in three
phases: (i) negotiation between consumers and providers to select the data center,
(i) load balancing tasks inside data centers, and (iii) select virtual machines (VMs)
to physical machines. The proposed model attempts to optimize each phase by
applying fuzzy logic Technique and swarm optimization algorithms using African
buffalo optimization (ABO) algorithm.

In more detail, fuzzy logic based on metaheuristic was therefore developed to
Improve the service broker process between consumers and providers.

The main insight of this algorithm is that service broker negotiation can be
Fuzzification and the ABO can be parallelized to minimize negotiation time and to
maximize system throughput, thus increasing the Interoperability. With respect to
ABO VM allocation, it improved resource utilization by up to 14%.

Additionally, it reduced the power consumption compared to other algorithms.

Profits are indirectly increased by improving utilization up.



PRESENTATION
In this thesis, a fog computing system architecture and optimization problem formulation have
been proposed and developed in a computer simulation tool. The proposed architecture allows
decrease energy consumption in smart grid and fog nodes while seeking to preserve the user QoS
through interoperability.
The proposed problem formulation allows to optimize the system performance from a system
resource broker perspective. Nevertheless, it is worth noting that it is ready to be configured to
optimize the system from a computing provider perspective, if such a business model is
considered. The proposed model was tested through computer simulation under different
metaheuristic algorithms. The developed simulation tool significantly extended the existing
iFogSim simulator, making it more flexible and able to support more complex modelling, with
emphasis on resource allocation and load balancing. Service broker policies are used for efficient
selection of DC mechanisms.
Fog computing has still more than one definition is the literature. It is consensual that is
structured as a network of interconnected nodes with processing capabilities, using a wide range
of communication technologies which stand between client endpoints (e.g., sensors, actuators,
mobile user terminals) and the cloud. These nodes intend to offer their computing power at the
service of delay sensitive client applications, in order to provide responses faster than the cloud.
Fog computing has a generic nature associated with the fact that it does not rely on any specific
designed and purposely-built technology.
Therefore, the proposed architecture, in contrast to most previously proposed ones, is generic
regarding all nodes, communications and applications. Additionally, bearing in mind dynamic
environments, the proposed architecture also assumes the presence of static micro grid and fog
nodes. but can not support Migration of services between nodes at the same level, is not
supported and can be explored in order to further enhance the QoS perceived by the users in
dynamic environments in the future works. Provided that constraints (e.g., interoperability) are
fulfilled, its up to the orchestrator, based on its predefined objectives, to optimize which node
should host and execute each user service. This optimizer making and its impact onto the system
performance were tested using several optimization algorithms including the ACO, HB, firefly,
PSO and ABO algorithm.



As a preliminary step, a set of simulations using static scenario with different standard load
balancing algorithm has been assessed with the influence of fuzzy policy and service broker
mechanisms. The expected behavior of the simulator tool, the second phase of these scenario
different metaheuristic algorithms was implemented to the proposed model. This also allowed a
first comparison between the algorithms and identification of their limitations. In particular the
African buffalo algorithm, as expected, has to consider a prohibitively large number of candidate
solutions when increasing the problem size, which is characterized by the number of nodes,
network links, application dependencies and modules. Also, the performances of both the HB
and the PSO algorithms are also degraded by the increase of the request and minimal the VM.
Then, the performance of more complex scenario with dynamic environment using standard load
balancing algorithm has been assessed without the influence of interoperability.

On the one hand, it is shown that, in contrast to the purely metaheuristic algorithm, the ABO
algorithm is able to be further enhanced by tuning its configuration parameters due to its
gathered knowledge through Improve communication between the herd. It is also verified that
the. ABO optimizer execution time, while seeking for the optimal solution, is highly dependent
on the problem search space. On the other hand, it was demonstrated that even though the
problem is being optimized in a priority-based fashion, the usage of relative objective tolerances
can be implemented in the interest of providing more flexibility to the system. Finally, the
system performance is assessed in a simple and deterministic fuzzy environment. The latter has
allowed to verify the achievable benefits of implementing Fuzzification-Defuzzification process
of the VMs. These benefits concern both the perceived QoS by the users and the service broker
provider objectives. Nonetheless, it was also verified that this fuzzy management mechanism has
its limitations, which are most notorious when the VM sizes increase and in the presence of
highly dynamic environments. In such environments, partition into independently managed fog

colonies is a promising technique that should be explored in extensions of this work.
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