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Abstract

In the field of Artificial Intelligence (Al), a remarkable surge has occurred
with the advent of Large Language Models (LLMs) that have been fine-
tuned to follow human instructions. One such model is ChatGPT (Chat
Generative Pre-trained Transformer) from OpenAl, which has proven to be
an extremely capable tool for various tasks, including answering questions,
correcting codes, and generating dialogues. However, despite the renowned
proficiency of these models in mastering numerous languages, their ability
to accurately perform sentiment analysis (SA), particularly in Arabic and
has not been extensively investigated. From this perspective, we aim to
address this gap by conducting a comprehensive evaluation of ChatGPT's
capabilities in Arabic Sentiment Analysis (ASA) specifically. This
dissertation proposes a novel model for ASA using Machine Learning
(ML) techniques. It addresses critical challenges in data labeling (DL),
string matching (SM), data augmentation (DA), and the application of
LLMs and data scraping for ASA. SA is crucial for understanding opinions
and emotions expressed in texts. However, applying SA to Arabic texts
presents unique challenges due to its complex morphology and the lack of
readily available resources. Accurate ASA is essential in various
applications, such as social media monitoring, customer feedback analysis,
and machine translation. This study aims to improve ASA techniques to
facilitate a better understanding of sentiments in Arabic texts. The main
objective of this dissertation is to develop an innovative model for ASA
that surpasses other methods in accuracy. This is achieved by addressing
challenges in four key areas: First, a novel approach is introduced that
combines ChatGPT with human annotators, achieving superior accuracy

compared to each method individually. This method is validated on a new
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dataset of customer comments from banks and exchange companies in
Yemen for Android applications. Second; the research explores integrating
the Levenshtein Distance (LD) algorithm with K-Nearest Neighbors (K-
NN) and Naive Bayes (NB) for improved ASA performance. This approach
involves stemming words, removing stop words, and reducing word vector
size, leading to more accurate sentiment classification. Thirdly, the
effectiveness of integrating ChatGPT and Gemini Google for DA is
investigated. This method, along with human classification for SA, shows
better performance compared to other techniques. Fourth, ChatGPT 4 and
ChatGPT 3.5 are evaluated for the first time in ASA tasks. This research
investigates zero-shot learning using various LLMs and provides a
comprehensive evaluation for ASA on a new dataset of YouTube
comments from the Qatar World Cup, as well as a dataset from Yemeni
drama series. The dissertation acknowledges the inherent challenges in
ASA, including the complex nature of Arabic texts, limited availability of
training data, and the need for robust algorithms to capture sentiment
accurately. This research introduces innovative solutions that address these
mentioned challenges. The proposed model demonstrates significant
improvement in  ASA accuracy compared to existing methods.
Additionally, the evaluation of ChatGPT 4 and 3.5 for ASA tasks
represents a pioneering effort in this field. The findings from this
dissertation contribute significantly to the field of SA for Arabic texts. The
proposed model offers a robust and effective solution for improving ASA
accuracy, paving the way for more advanced applications in various

domains.



